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Motivation

Long-Tailed Learning
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Natural datasets are often imbalanced in terms of
the frequency of samples in each class.
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The performance of neural networks
degrades particularly on tail classes.




Long-Tailed Learning

We now discuss some methods based on loss manipulation for imbalance learning:

1. Cross-Entropy + Deferred-Reweighting (CE+DRW)['!
Re-weight the CE loss based on the inverse of number of samples in each class. (Minority
class samples are given more weight)

[cao, Kaidi, et al. “Learning Imbalanced Datasets with Label-Distribution-Aware Margin Loss.” NeurlPS 2079.



Long-Tailed Learning

We now discuss some methods based on loss manipulation for imbalance learning:

1. Cross-Entropy + Deferred-Reweighting (CE+DRW)['!
Re-weight the CE loss based on the inverse of number of samples in each class. (Minority
class samples are given more weight)

2. LDAM (Margin Based Loss)!"]
Regularize the minority class samples more (Larger margin) compared to the majority class
samples.

3. Vector Scaling Loss (VS)#
Combination of Multiplicative (Class Dependent Temperature) and Additive Adjustments
(Logit Adjustment)

[lcao, Kaidi, et al. “Learning Imbalanced Datasets with Label-Distribution-Aware Margin Loss.” NeurlPS 2019.
[2IKini, Ganesh Ramachandra, et al. "Label-imbalanced and group-sensitive classification under overparameterization." NeurlPS 2021



Loss Landscape

e The Hessian of the training loss can be used to analyze the nature of converged
solution and the dynamics of optimization in deep neural networks.



Loss Landscape

e The Hessian of the training loss can be used to analyze the nature of converged
solution and the dynamics of optimization in deep neural networks.

e Eigenvalues of the Hessian (Eigen Spectral Density) characterize the local curvature of
the loss at the solution.

Eigen Spectral Density 3D Visuali;ation of Loss Landscape
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Loss Landscape

e The Hessian of the training loss can be used to analyze the nature of minima and the
dynamics of optimization in deep neural networks.

e Eigenvalues of the Hessian (Eigen Spectral Density) characterize the local curvature of
the loss at the solution.

e Geometry of the loss landscape is correlated with generalization. For example, flat
minima generalizes better than sharp minima.'

[IKeskar, Nitish Shirish, et al. "On large-batch training for deep learning: Generalization gap and sharp minima." ICLR 2017.



Class-Wise Loss Landscape Analysis in Imbalanced Datasets

e Prior Work: Hessian of the overall loss is used to characterize the nature of minima.

e On imbalanced datasets, this analysis is not very useful as it indicates convergence to

local minima and imitates the head classes.
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Class-Wise Loss Landscape Analysis in Imbalanced Datasets

e Prior Work: Hessian of the average loss (Eigen Spectral Density) is used to
characterize the nature of minima.

e On imbalanced datasets, this analysis is not very useful as it indicates converges to
local minima and imitates the head class.

Our work: Class-Wise Analysis of loss landscape on imbalanced datasets uncovers
interesting insights.



Convergence to Saddle Points in Tail Class Loss Landscape

Imbalanced CIFAR-10 Eigen Spectral Density Loss Landscape
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Convergence to Saddle Points in Tail Class Loss Landscape

Imbalanced CIFAR-10 Eigen Spectral Density Loss Landscape
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Escaping Saddle Points Improves Generalization

e Due to the occurrence of saddle points, we observe that the network suffers from poor
generalization on minority classes.

[lJin, Chi, et al. "How to escape saddle points efficiently." International Conference on Machine Learning. PMLR, 2017.



Escaping Saddle Points Improves Generalization

e Due to the convergence to saddle points, we observe that the network suffers from poor
generalization on minority classes.

e Sharpness-Aware Minimization (SAM)? is a recently proposed optimizer with an
objective to explicitly find a flat minima with a low loss.

e We show that Sharpness-Aware Minimization (SAM) can also escape saddle points
and lead to improved generalization particularly on the tail classes.

[lJin, Chi, et al. "How to escape saddle points efficiently." International Conference on Machine Learning. PMLR, 2017.

Bl Foret, Pierre, et al. Sharpness-aware minimization for efficiently improving generalization. In ICLR, 2021



Analysis of SAM for Escaping Saddle Points

f: Objective Function
SAM: min max f(w + €) p: Neighborhood size
w o |lel|<p
First step: Find a sharp maximal point € in the neighborhood of the weights w.

Second step: Minimize the loss at this sharp maximal point.

é(w) = argmax f(w) + €' Vf(w) = pVf(w)/|[Vf(w)|l:

|lell<p



Analysis of SAM for Escaping Saddle Points

. f: Objective Function
SAM: min max f(w + €) p: Neighborhood size

w o |lel|<p
First step: Find a sharp maximal point € in the neighborhood of the weights w.

Second step: Minimize the loss at this sharp maximal point.

é(w) ~ argmax f(w) + €' Vf(w) = pVf(w)/[|Vf(w)|]

|lell<p

Theoretical Result (Informal):
We theoretically show that the SAM amplifies the gradient component along the negative
curvature by a factor of p2. This helps SAM to effectively escape saddle points.



Escaping Saddle Points Improves Generalization

With SAM (high p), the large negative eigenvalues present in the loss landscape of the tail
class get suppressed. (i.e no more saddle point)
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Dynamics of Training on Long-Tailed datasets

With SGD, network converges to non-convex regions with negative curvature for tail classes.

A) Dynamics of training (CIFAR-lO LT)
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Dynamics of Training on Long-Tailed datasets

SAM does not allow the tail classes to reach a region of high non-convexity.

A) Dynamics of training (CIFAR-lO LT) g oB) Dynamics of training w/ SAM (CIFAR-10 LT)
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Results on CIFAR-10 LT and CIFAR-100 LT

CIFAR-10 LT CIFAR-100 LT
| Acc Head Mid Tail | Acc Head Mid Tail
CE 71.7i0.1 9O°8i3.6 71°9:l:0.4 52.3:|:3.7 38.510_5 64.510.7 36.8i1.0 8.211_0
CE + SAM 731403 933402 741.06 51.7410 39.6406 6654107 38.1111 80406
CE + DRW [38] 7554102 91.6404 741104 |614109 || 41.0006 613113 417105 |14. 7100
CE + DRW + SAM 80.6:{:0_4 91-4:&0.3 78.O:t()‘4 7331 40.9 44.6:}:0.4 61.2:}:0_8 47-5i0.6 207;0.6

5-1%“ 3.6% ‘.

DRW + SAM improves upon the overall performance of CE+DRW by 5.1% on CIFAR-10 LT and 3.6% on
CIFAR-100 LT datasets, with the tail class accuracy increasing by 11.7% and 7.7% respectively.



Results on CIFAR-10 LT and CIFAR-100 LT

CIFAR-10 LT CIFAR-100 LT
Acc Head Mid Tail | Acc Head Mid Tail

CE 717401 908136 719404 523137 | 385405 645107 368110 824190
CE + SAM 73.1:1:0.3 93-3:t0.2 74-1:t0.6 51.711.0 39-610.6 66.51-0.7 38.1:t1.1 8.010,6
CE + DRW [8] 755402 916404 741104 6ldigo | 41.0406 613113 417105 147400
CE + DRW + SAM 80.6404 914,03 780404 73.1 409 | 44.6404 6124108 475406 20.7406
LDAM + DRW [8] 77.510.5 91-1i0.8 75-7i0.7 66.410,2 42.710_3 61.810.6 42-2i1.5 19-4i0.9
LDAM + DRW + SAM 81.9i0.4 91.010.2 79.21()_5 76.4 skl 45-4:|:0.1 64.4i0.3 46.2i0.2 20.8 +0.3
VS [30] 78.6103 90.6104 758105 70.3105 41. 7105 S44102 4l.1106 26.8110
VS + SAM 824104 907100 796405 78.04010 | 46.6404 5644104 488106 31.7401

Integrating SAM with state-of-the-art techniques for long-tailed learning (LDAM, VS) leads to significant
gains in overall accuracy primarily due to the major gain in the accuracy on the tail classes.



Results on Large Scale Datasets

e Problem of saddle points also exists in large datasets.
e SAM is easily generalizable to large-scale imbalanced datasets without any changes.

Method iNaturalist 2018 ImageNet-LT

Two stage | Acc Head Mid Tail | Acc Head Mid Tail
CE X 60.3 72.8 627 548 | 427 625 36.6 125
cRT [27] t v’ 68.2 732 68.8 66.1 | 503 625 474 295
LWS [27] t v’ 69.5 710 69.8 688|512 618 48.6 335
MiSLAS [57] v’ 71.6 732 724 704|527 617 513 358
DisAlign [55] v’ 69.5 616 70.8 699|529 613 522 314
DRO-LT [44] X 69.7 739 70.6 689 | 535 640 498 33.1
CE + DRW X 63.0 598 644 623|449 579 422 216
CE + DRW + SAM X 653 605 662 655|471 566 458 28.1
LDAM + DRW X 67.5 630 683 67.8|499 61.1 482 283
LDAM + DRW + SAM X Z0N R64 I 70 58 N2 S 62 0 52 115 348
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Summary and Conclusion

1. Training on imbalanced datasets can lead to convergence to points with sufficiently
large negative curvature in the loss landscape for minority classes.
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2. We propose to use SAM with a high regularization factor p as an effective method to
escape regions of negative curvature and enhance the generalization performance.



Conclusion

Summary and Conclusion

1. Training on imbalanced datasets can lead to convergence to points with sufficiently
large negative curvature in the loss landscape for minority classes.

2. We propose to use SAM with a high regularization factor p as an effective method to
escape regions of negative curvature and enhance the generalization performance.

3. Results on various datasets with different long-tail learning methods indicate that the
proposed method is generic and improves performance significantly.
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